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Homologous-NcRNA search
N genomic scale

* Homologous-ncRNA search considering the secondary
structure requires more than O(n*) time/O(n®) space complexity.

* For example, search of several human ncRNAs in all (about
18,000) house mouse ones is impossible unless you use a
supercomputer.

e The factor of the heavy complexity = simultaneously solving
sequence alignment (with O(n?)) & RNA folding (with O(n?) =).

- If the secondary structure were NOT explicitly but implicitly
(probabilistically) considered, BLAST-like search could be

enabled?



Alignment with folding

- The Sankoff algorithm: an algorithm for the
simultaneous alignment with folding (with the
O(n®) time/O(n?%) space complexity).

* The strict algorithm is impractical even these days.

* Even heuristics such as Foldalign (with pruning) &
banded Sankoft alg. require more than O(n4) time/
O(n3) space complexity.



http://epubs.siam.org/doi/abs/10.1137/0145048
http://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.0030193
https://academic.oup.com/bioinformatics/article/20/14/2222/214007/Alignment-of-RNA-base-pairing-probability-matrices

NCRNA context
oropability distribution

o Complexity for ncRNA alignment wouldn’t be less than the
heuristics as long as we explicitly considered the secondary
structure by the folding”

 CapR & RNAplfold estimate a probability distribution of
secondary structure motifs formed in each base in O(w“n; w: a
maximum span between a base pair).

* We consider the parameter w as a constant then the complexity
can be regarded as O(n).

- If the secondary structure were converted into a line of the
probability distributions, the complexity would be reduced
into less than the heuristics?


https://genomebiology.biomedcentral.com/articles/10.1186/gb-2014-15-1-r16
https://almob.biomedcentral.com/articles/10.1186/1748-7188-6-26
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RNA motif

Pseudo-knot is usually not taken into account since it is
nested (in the figure, interposed between the 2 helices).


http://rna.urmc.rochester.edu/NNDB/RS1141-edited.gif
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Example line of ncRNA
context prob. dists

From left, probabilities of bulge/internal/hairpin/exterior/multi-branch loop/helix.
e-x = 10 and the figure is for a certain human IncRNA processed by CapR.




BLAST

 BLAST: a heuristic of the Smith-Waterman algorithm
(with O(mn)) for pairwise sequence alignment.

- BLAST solves final gapped alignment only when

seeds & ungapped/gapped ones satisfying
certain conditions are obtained between any 2

sequences.

* [or the seed search, binary search in suffix array
(with O(log(n))) & hash-map (with O(1)) are used.



https://scholar.google.com/scholar_url?url=http://nar.oxfordjournals.org/content/25/17/3389.short&hl=en&sa=T&oi=gsb&ct=res&cd=1&ei=SUzuWKbxOYL5jAHU7baIBQ&scisig=AAGBfm3A4ClVzgiQknVdUiZMofOBvqYnWg
http://epubs.siam.org/doi/abs/10.1137/0222058

The BLAST Search Algorithm

query word (W= 3)
Query: GSVEDTTGSQSLAALLNKCKTPQGQRLVNQUWIKQPLMDKNRIEERLNLVEAFVEDAELRQTLQEDL

PQG 18
PEG 15
PRG 14

neighborhood PRG 14
MG 13

words PDG 13
PHG 13

PMG 13 neighborhood

PSG 13
POA 12 score threshold

pn 12 (T=13)

e,

- — -
Query: 325 SLAALLNKCKTPQGQRLVNQUIKQPLMDKNRIEERINLVEA 365

+LA++L+ TP G R++ +U+ P+ D + ER + A
Sbjce: 290 TLASVLDCTVTPMGSRMLKRULHMPVRDTRVLLERQQTIGA 330

High-scoring Segment Pair (HSP)

BLAST1 algo. overview

In BLAST?2, the gapped one using dynamic programming (DP) is
performed after ungapped/gapped one (to generate only 1 alignment).


http://petang.cgu.edu.tw/Bioinfomatics/MANUALS/NCBIblast/BLAST_algorithm.gif

LAST

| AST: another heuristic with fixed-length (short) seed of
BLAST replaced with short seed in equal to/less than a
certain frequency.

- A number of the seeds linearly increases, then the
complexity is O(n). (BLAST quadratically does.)

* A number of seeds actually observed in BLAST Is rather
large. (The sensitivity becomes low.)

e The reason of the increment = a base distribution on a
biological sequence in reality differs from a uniform one.


https://scholar.google.com/scholar_url?url=http://genome.cshlp.org/content/21/3/487.short&hl=en&sa=T&oi=gsb&ct=res&cd=0&ei=rUTuWI-HBoqrjAGXm5qQCQ&scisig=AAGBfm2CrS3KnFVBzDorB1himjIxK_lPlw

Target seq.
GTATCA..|ATGCATC/|..AAAAA

f =3 <=t1=23

N v 4
CAGCT..|ATGCATC|.|ATGCATC..|ATGCATC|..AAAAA
Ref. seq.

| AST seed abstract

Any short rare sequence in a reference one = a seed in LAST.
Even if we use the same threshold, its length differs between genome & script.



Context RNA Alignment
Search Tool

We've created ncRNA alignment tool based on LAST called CRAST.

- We’ve confirmed it increased TPs with 2 & reduced FPs into less than

1/3 when having experimented using human 34 IncRNAs having
homologs in house mouse and all (18,185) house mouse ncRNAs.

- It reduces the seeds by adding a condition of similarity of a pair of lines
of the probability distributions to LAST seed one.

Measuring similarity of probability distribution = doing distance of one.

Using the Jensen-Shannon distance as one of pairs of the distributions p, q,
we score d(p, ) < d; as a match with +1 otherwise as a mismatch with -1.

The added condition = a threshold of an expected number of seeds based
on a binomial distribution and the score.


https://scholar.google.com/scholar_url?url=http://ieeexplore.ieee.org/abstract/document/1207388/&hl=en&sa=T&oi=gsb&ct=res&cd=0&ei=N0XuWLz4C8SK2AaNwId4&scisig=AAGBfm1ppbD8CDA3NAkOHcJuOOpmkprBbQ

Binomial distribution

* A binomial distribution: a probability one to model an observation number
of 2 conditions such as the front & back of a coin within a certain number
of trials. (e.qg., 3 times of the front of a biased coin with a probability p =
0.25 s.t. the front is observed.)

 The match & mismatch obeys this distribution. (The match probability O <
p (= d’[) < 05)

- An expected number x of seeds of a length N s.t. times the
distributions matches is equal to/greater than n E[xl n, N] = (target
sed. len.-N + 1) * (1 - P(x = n)).

e p <0.5isto let the expected score less than O & enable to recognize
significant alignments against the others. (If the expectation is equal to/
greater than 0, alignment is possible even if random sequences are used.)



http://last.cbrc.jp/mcf-kyoto08.pdf
http://last.cbrc.jp/mcf-kyoto08.pdf
http://last.cbrc.jp/mcf-kyoto08.pdf
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Binomial distributions

The more p differs from 0.5, the more the mean moves &
the variance gets small.


https://i.stack.imgur.com/tYJR4.png

Target seq.
GTATCA..|ATGCATC/|..AAAAA

f — 3 <=t =3
% G . E[X] < 1e
CAGCT..|ATGCATC/|.|ATGCATC..|ATGCATC|.. AAAAA

Ref. seq.

CRAST seed overview

A condition for an expectation based on similarity of the
distribution lines is added to the LAST seed condition.



Scoring System

* The match/mismatch score of a pair of bases =
+1/-1, the gap open/extension penalty = -7/-1. (To
compare it with LAST, let them be the same as
LAST.)

- We let the alighment score as a combination of
the base/distribution score.

e S=rSp+ (1-1)sc, 0 =r=1:a contribution ratio of
base to the score, sp: the base score, sc: the
distribution score.



Greedy (fast) alignment

- The X-drop algorithm: one for greedy ungapped/gapped
alignment. Lengthening one edge of a seed, it records a
maximum score m. If a score is equal to/below m - x (x is a
beforehand determined value), the lengthening is stopped &
reverts to one when the latest m is observed.

It we set a larger value to x, we can include regions with high
scores even if ones with low scores are interposed between them.

Large X prones redundant searches against short sequences.

After alignment, it calculates expectations for the alignments as
well as the seeds then discards ones above certain thresholds.
(However, expectations for the matches of bases/the distributions
are separately calculated.)


http://online.liebertpub.com/doi/abs/10.1089/10665270050081478

Allgnment expectation

- We can’t calculate the expectations considering gaps as well
as the ungapped one because positions where gaps are
observed = ones where indels are done.

In this case, considering a distribution of alignment scores is usual,
the distribution is the Gumbel one.

However, the Gumbel one has 2 parameters. To estimate them,
alignment of random sequences is required.

It we estimated these parameters, ranges of available CRAST
parameters are limited & the estimation isn't necessarily possible.

Hence we let gaps given (because of its uncertainty), then
calculate the expectations as well as the ungapped one.



Query seq.

Target seq.

— : extension with max. observed score m
---- . tried extension with observed score drop more than/equal to x

X-drop algorithm overview

If the score is x less than the maximum score, the
lengthening is finished.




~inal gapped alignment

- The constrained Smith Waterman algorithm: one
for solving a DP table within ranges constrained
by gapped ones.

The more gapped ones are found, the smaller
areas of the table to solve becomes from mn.

In case when a pair of alignments overlap with
each other, the removal of an alignment with lower
score Is needed.
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Figure 2. (A) An example of the segment-level DP; (B) Reducing the area
for DP on a homology matrix.

Constrained SW algorithm overview

The strategy by MAFFET. (The bold arrow = if Sos > S3», S3o is discarded.)
The shadowed portions aren’t solved. CRAST discards one of them as well.



https://academic.oup.com/nar/article/30/14/3059/2904316/MAFFT-a-novel-method-for-rapid-multiple-sequence
https://academic.oup.com/nar/article/30/14/3059/2904316/MAFFT-a-novel-method-for-rapid-multiple-sequence

Comparison with other
BLAST-like tools

e Seguences to use for the comparison are 34 human

INncRNAs having homologs in hous
HOTAIR & Xist) & all 18,185 house

e mouse (e.g.,
mouse NcRNASs.

e We've set the human IncRNAs dinucleotide-shuffled with

UShuttle to a negative dataset. (Di

nucleotide-shuffle =

shuffling a sequence preserving its 2-mer frequencies.)

e The TP = a map of any of the IncR
corresponding homolog, the map-

NAS to any
0 the other = the FP.

the TN = a map of any of the shuft

ed ones to others than

the homologs, the FN = the map to the homolog.


https://bmcbioinformatics.biomedcentral.com/articles/10.1186/1471-2105-9-192

Comparison with other
BLAST-like tools

Align.

TPs FPs TNs FNs F-meas. DB time :
time

65 107 0 0 0.548 189.5[m] 34.60[s]

63 365 0 0 0.256 7.246[s] 0.195[s]

BLASTN 03 623 20 0 0.168 1.646[s] 1.007[s]


https://link.springer.com/referenceworkentry/10.1007%2F978-0-387-39940-9_483

Comparison with other
BLAST-like tools
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Comparison with other
BLAST-like tools

e The factor why the DB generation of all house mouse ncRNAs in
CRAST is slow = O(w?n) of CapR dominates a whole of the time
complexity.

* The alignment of CRAST is relatively slow in spite of the reduced
seeds due to:

e In a range of frequently-used frequencies of the seeds, the seed
candidates are NOT filtered in by the binary-search in suffix
arrays of database sequences (if we did it, we didn't need the
binary-search anymore, then performance measurement of the
algorithm isn’t established)

* the Jensen-Shannon distance is slow due to the involved
logarithms (as the rescue, we reduces it by its approximation).



Supplements

* The relationships between CRAST parameters & its homolog detectability are
noted in the thesis.

* We've also noted a comparison between CRAST & Foldalign in it, however, the
Foldalign detectability is less than any of the BLAST-like tools. (The TPs are
few (32) & the FPs are so many (1,923). The consideration & verification are in it.)

 We implement it in Rust, not C/C++. The reasons are:
 the thread-safety (guarantee of no data races)
» the zero-cost abstraction (minimum required amounts of runtime & memory to
add/use a language function, e.g., not using garbage-collection for heap

management; this abstraction is achieved by C/C++ and Rust)

* the data is basically immutable & the compiler is strict on type checking, then
runtime errors troublesome for human can be blocked/reduced.



Conclusion

* Ask me via emall if you have anything you can't
understand in this document/the thesis.

* |f you had any bug/lack of function, the remedies
are:

* |ssuing a pull-request on Github (fork the
repository -> generate a branch for edit -> add a
change you'd like in it -> send the request)

* reporting it at “issues” in Github.



