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ABSTRACT: In this work, we present an open-source software
package, referred to as FeOs�Framework for Equations of State and
Classical Density Functional Theory. FeOs is a collection of
interfaces and data types that can be used (1) to implement
thermodynamic equations of state and Helmholtz energy functionals
for classical density functional theory, and (2) to compute
thermodynamic properties of pure substances and mixtures, phase
equilibria, and interfacial properties such as surface tensions and
adsorption isotherms. The framework is written in the Rust
programming language with a complete Python interface and is
designed with a focus on usability and extensibility. It is openly
available on GitHub (https://github.com/feos-org/feos). Equations
of state can be implemented in Rust, yielding performant code, or as
a Python class, which is useful for prototyping and with less emphasis on execution speed. In both cases, the user has to implement a
single function: the Helmholtz energy. FeOs then uses generalized (hyper-) dual numbers to evaluate the Helmholtz energy as well
as the required exact partial (higher-order) derivatives. Using this type of automatic differentiation delivers performance without the
need for implementing any analytical derivatives. The performance is further enhanced by a caching mechanism that avoids duplicate
model evaluations. Together with the core interfaces and functionalities for equations of state and classical density functional theory,
we provide implementations for multiple models such as the PC-SAFT equation of state (with homo- and heterosegmented group
contribution methods) and Helmholtz energy functionals (including segment-based functionals). To showcase a selection of FeOs’
features, an example study of the adsorption of biogas in porous media using the PC-SAFT functional is provided.

■ INTRODUCTION
Thermodynamic equations of state (EoS) are fundamental
tools in thermal and chemical engineering1−3 They enable
calculating properties of multicomponent systems as a function
of experimentally accessible quantities such as temperature,
pressure, and composition. Equations of state differ in the
breadth of their applicability and complexity, and depending
on the field of application, there are requirements on
functionality, robustness, precision, and computational speed.
A milestone in the description of fluid phases was provided by
van der Waals’ equation of state,4 which is based on a (coarse)
molecular model and first led to description of vapor/liquid
coexistence. Prominent modifications of the model by van der
Waals that preserve the cubic volume-dependence are
Redlich−Kwong,5 Soave−Redlich−Kwong,6 and Peng−Rob-
inson.7 Due to their fast evaluation times, cubic EoS are still
widely used in technical applications. However, they lack a
physical basis when describing nonspherical, polar, or hydro-
gen-bonding substances and mixtures. Modern EoS are
developed based on a molecular model, i.e., a description of
(pairwise) intra- and intermolecular interactions. Although
theories for fluids with simple spherical intermolecular
interactions were developed in the 1970s,8 the field made a

leap with a development of M.S. Wertheim, who derived a
description for highly directional interactions.9−12 Wertheim’s
theory led to the statistical associating fluid theory (SAFT),13

which regards molecules as chains of spherical segments (thus
accounting for the nonspherical shape of real molecules due to
covalent bonds) and allows for short-ranged attractive
(hydrogen) bonds. The success of SAFT led to the
development of a plethora of derived models, of which the
most used ones are PC-SAFT,14−17 SAFT-VR-Mie,18 and soft-
SAFT.19,20 A combination of a cubic equation of state with the
association contribution from TPT1 was published as cubic +
association (CPA).21−23 Finally, TPT1 and SAFT can resolve
individual segments on a molecule, leading to the development
of heterosegmented EoS likeSAFT-γ-Mie24 and gc-PC-
SAFT.25
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Cubic and SAFT-type EoS aim to describe fluids based on a
few either macroscopic (cubic) or microscopic (SAFT)
properties. The small number of parameters ensures a robust
extrapolation to state points for which no experimental data is
available and the molecular model underlying these EoS ensure
a meaningful description of mixtures with few binary
interaction parameters or even predictions of mixture proper-
ties. However, experimental data is abundant for some fluids,
and reference equations of state that use a large number of
adjustable parameters to represent the experimental data of
those substances have been developed. Reference EoS were
published for pure components like water,26 CO2,27 and
nitrogen,28 but also for mixtures like natural gas or related
systems.29

While EoS are used to compute properties of homogeneous
fluid phases and to model phase equilibria and phase stability,
they cannot model properties of microscopically inhomoge-
neous systems like fluids at interfaces or in porous media.
Being able to model these phenomena is essential for dynamic
processes such as droplet coalescence or formation of micelles
or engineering applications such as adsorption. Classical
density functional theory30 (DFT) is a framework that extends
fluid theories (i.e., equations of state based on a molecular
model) to inhomogeneous systems. In DFT, the system is
described by the grand potential, which can be expressed as a
functional of the (partial) density prof iles. Despite the fact that
DFT is a formalism that has been used and studied in research
for decades, it is not a commonly used method in industry as of
today, although it can be used to predict properties that are
difficult or expensive to measure, such as surface tensions of
mixtures,31 contact angles,32 and adsorption isotherms.33,34 In
addition, it can provide insights into phenomena that are
experimentally difficult to assess, such as the accumulation of
light-boiling or amphiphilic molecules at interfaces.35

Within the last years, multiple open-source packages in the
field of thermodynamics and equations of state were published,
each with its own focus. CoolProp36 and thermo37 provide
databases, correlations for properties such as vapor pressures
and activity coefficients, and equations of state. Thermo-
pack38,39 (written in Fortran) focuses on equations of state
with an emphasis on robust algorithms for phase equilibria and
critical points, including multiphase flashes to be used within
computational fluid dynamics simulations. phasepy40,41 pro-
vides Python implementations of equations of state and
algorithms for phase equilibria, including square gradient
theory which can be used to describe density profiles across
vapor liquid interfaces. teqp42 (written in C++) and
Clapeyron.jl43 (written in Julia)�similar to FeOs�both utilize
automatic differentiation, which circumvents the need to
implement analytic derivatives of the Helmholtz energy. All of
these projects have a common feature: they provide an
interface to a dynamic, high-level programming language.
Clapeyron.jl is implemented in the Julia programming language,
while the others are either fully implemented in Python
(phasepy, thermo) or provide Python bindings (CoolProp,
Thermopack, teqp). Clearly, for a modern toolkit, this is a
necessity as it enables access to a broader range of users and
allows using tools such as Jupyter notebooks that make
research more transparent and reproducible.

A recent survey of the Working Party of Thermodynamics
and Transport Properties of the European Federation of
Chemical Engineering summarizes the most important gaps
and concerns raised by industry in the field of applied

thermodynamics and outlines specific requirements for model
frameworks.44 In a subsequent publication, the authors outline
the “main directions that [they] believe the applied
thermodynamics community should adopt in the coming
decade”:3

• There is a need for methods to assess the properties of
fluids under confinement, at interfaces, and in the
presence of external fields.

• Users must be able to parametrize the model and assess
its uncertainties and range of applicability.

• In the same vein, access to these models and parameters
has to be transparent, ideally in a standardized form and
including the data used for the parametrization.

• Finally, there is increasing demand for ongoing
education, training, and collaboration.

FeOs is well suited to address these important topics. The
implementation of DFT in FeOs is designed with respect to the
modeling of industrially relevant problems. It provides ad hoc
functionalities to describe confined media and interfaces or to
specify external potentials. Furthermore, FeOs provides utilities
to optimize model parameters within a couple of lines of code.
All of this is possible from within Jupyter notebooks without
sacrificing performance. With the simple installation and
availability on all major platforms, results can easily be shared
and reproduced.

FeOs is developed with two use-cases in mind. First, it
provides implementations for equations of state and Helmholtz
energy functionals for DFT together with algorithms for critical
point and phase equilibrium calculations as well as solvers for
density profiles in multiple dimensions and coordinate systems.
It can therefore be used as a toolkit to compute
thermodynamic properties of homogeneous and inhomoge-
neous systems. And second, it provides interfaces and data
types that can be used to extend the code, e.g., to implement
new models and algorithms.

Equations of state in FeOs are implemented in terms of
additive Helmholtz energy contributions. To circumvent the
need for implementing analytical (partial) derivatives of the
Helmholtz energy contributions, which is a tedious, time-
consuming, and error-prone task, FeOs utilizes generalized
(hyper-) dual numbers for computing exact derivatives.
Generalized (hyper-) dual numbers are used to determine
exact partial derivatives of the Helmholtz energy without
programming any partial derivative. For detailed information
about the implementation and how generalized (hyper-) dual
numbers can be utilized in the context of thermodynamic
models, such as equations of state, the interested reader is
referred to an earlier work of our group.45

FeOs is purely written in the Rust programming language.
Rust is a strongly typed, compiled language, including features
for functional programming, that produces machine code
comparable in performance to C++ and Fortran while offering
additional safety features and an expressive type system.
Furthermore, it comes with its own build system, package- and
dependency manager, unit- and integration tests, as well as
documentation builder and benchmarking system. Using the
PyO346 library, FeOs is compiled into a feature-complete
Python extension module including type-checked interfaces
(which are NumPy compatible) and proper error handling
without any actual code written in Python. The Helmholtz
energy function that has to be implemented for each model is
generic over any generalized (hyper-) dual number. This
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means, depending on the derivative that is needed, the
Helmholtz energy model is evaluated with the suitable
generalized (hyper-) dual number data type. For example,
evaluating the Helmholtz energy without partial derivatives just
requires real-valued input variables, while the first partial
derivative requires dual numbers (one real and one nonreal
value) as input. The Rust compiler supports monomorphization,
which in our context generates, without further requirements
from the software-developer, various Helmholtz energy
functions for the different (hyper-) dual numbers at compile
time. This leads to very efficient code because there is no
penalty (e.g., virtual table look-ups) at run-time. Users who
implement their own model can write code without expert-
knowledge of (hyper-) dual numbers as if regular floating point
numbers were used. We provide arithmetic operations (using
operator overloading) and mathematical functions (such as
trigonometric and Bessel functions) for generalized (hyper-)
dual numbers.

The paper is structured as follows. First, we present the goals
underlying the development of FeOs and how these goals are
reflected in the concepts of the code. Then we present the
formal structure of the code. Subsequently, the general usage
of the code is explained. We then list the implemented models
and some of FeOs’ unique features. Finally we present an
example system that highlights the package’s capabilities and
close with a conclusion.

■ GOALS OF FEOS

FeOs is developed with two major goals in mind: usability and
extensibility. The package can be used as a toolkit (using
models and functionalities already implemented) or as a
platform for new algorithms and models (using low-level data
types and interfaces).
Usability demands that FeOs is very easy to install and to

use. We achieve this by providing a Python interface that
mirrors all features of the underlying Rust library. The library is
compiled into a Python wheel for every major platform and
uploaded to the Python Package Index (PyPI) and can
therefore be installed without having to compile the library,
simply by typing pip install feos in your terminal. A
Python interface allows using Jupyter notebooks, which are
excellent for exploratory coding, supported by detailed
documentation for objects and functions directly accessible
from within notebooks. Besides learning and teaching,
notebooks are suited for publishing research studies in a
transparent and reproducible manner. Furthermore, FeOs
offers low-barrier access to DFT functionalities like adsorption
isotherms. Solving DFT problems requires a substantial initial
programming effort, which currently limits the use of DFT
approaches to a few expert groups. With FeOs we aim to bring
DFT methods to a broader and diverse community of
researchers.
Extensibility means that the code is structured so that new

algorithms and models can be implemented as easily as
possible. We achieve this by formulating an EoS as a sum of
Helmholtz energy contributions where the thermodynamic
conditions (vector of moles or number of molecules N, volume
V, and temperature T) for which the Helmholtz energy is
evaluated are passed as generalized (hyper-) dual numbers.
The FeOs framework picks the appropriate type of dual
number depending on the required derivative to calculate a
given property. Then, from a single call to the user-supplied
Helmholtz energy function, the derivatives are obtained

without requiring manually written analytic derivatives. The
implementation of generalized (hyper-) dual numbers in Rust
was previously done by the authors in a separate package
num-dual.

For developing a new equation of state model or for a swift
assessment of a model, where performance is not of major
concern, the Helmholtz energy can alternatively be imple-
mented in Python. The user provides a Python class that
contains a method in which the Helmholtz energy is evaluated.
With operator overloading and NumPy compatibility, the
method can be written just like a standard Python method.
Internally, the same generalized (hyper-) dual numbers are
used to evaluate the Python code. Changes can be made to the
EoS implementation in Python without requiring a recompi-
lation of the FeOs library. This advantage in development
speed comes at the cost of needing run-time polymorphism to
evaluate operations for arbitrary types in Python as opposed to
the compile-time polymorphism in Rust, which is part of the
reason for its high computational efficiency.

■ CODE STRUCTURE
FeOs consists of three separate Rust libraries: feos-core,
feos-dft, and feos. The feos-core library defines
data types and traits for equations of state, data types that store
thermodynamic conditions (objects called State), and
algorithms for, e.g., volume (or density) iteration, phase
equilibrium and stability, and critical point calculations. In
Rust, traits define abstract shared behavior similar to interfaces
in other languages. The feos-dft library defines data types
and traits for Helmholtz energy functionals and other data
types and algorithms used in the context of DFT, e.g., density
profiles, external potentials, adsorption isotherms, and
convolution methods. The feos-dft library extends
feos-core in the sense that it reuses data types and
algorithms where possible. In particular, Helmholtz energy
functionals can be used to calculate bulk properties just like
equations of state. Finally, feos contains the implemented
models and higher-level utilities, such as tools for parameter
optimization, and builds the Python package. With the
separation into distinct libraries, feos-core can be
compiled independently from the other two parts and can be
used in standalone implementations of equation of state
models.

The individual models, the feos-dft library, and utilities
such as parameter optimization, are gated behind Rust features,
i.e., conditional compilation directives. A feature can optionally
be omitted during compilation which makes developing new
algorithms and models easier and faster. For example, when
implementing a new EoS, one can initially deactivate all
features (decreases compile time and amount of code one has
to consider) and incrementally add features and implement
and test the needed interfaces.

A similar approach is used for different model capabilities.
Whereas every EoS model requires a function for the
Helmholtz energy, implementing, e.g., correlation functions
for entropy scaling is optional. If the entropy scaling trait is not
implemented, the code is compiled without the functionalities
that depend on entropy scaling. Therefore, users can directly
see which features are available from a given model, and
developers can incrementally implement and test new code.
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■ GENERAL USAGE
Calculating a property in FeOs is a three-step process that is
visualized in Figure 1.

First, for a given mixture or pure substance, model
parameters have to be read and used to instantiate the
equation of state object. These model parameters do not
appear in any mandatory interface in FeOs; developers can
freely decide how to handle parameters specific to their model.
However, FeOs provides methods to read parameters from
JSON files and previously published parameters are available
from the FeOs GitHub repository in the form of JSON files.
Instead of reading from files, parameter objects can also be
instantiated by directly passing a list of pure component
parameters and optionally a matrix of binary interaction
parameters. If a group contribution method is implemented for
the model, the parameters can be generated by reading
chemical information like group counts and the corresponding
segment parameters. Depending on the parameters passed, the
EoS can create one or multiple HelmholtzEnergyCon-
tribution objects in which the actual calculation of the
Helmholtz energy takes place. Explicitly keeping track of
individual contributions is helpful for more complex models
like PC-SAFT as they can be turned on or off depending on
the considered molecular interactions.

Once an equation of state is instantiated (for a single
substance or mixture), the second step is specifying the
thermodynamic conditions. This can be done by providing a
combination of state variables such as temperature, pressure,
density, composition, enthalpy, and entropy. Other options are
critical conditions or phase equilibria. All of the above methods
use the EquationOfState object as input and return
State objects. A State internally stores the natural
variables of the Helmholtz energy and a reference to the EoS
object. A single instantiated EoS object can be reused in any
number of states. For phase equilibria calculations like flash,
bubble point, or dew point calculations, the resulting object is
a PhaseEquilibrium that contains a State object for
every phase in the system.

The last step is calculating the property of interest by
invoking a method on the State object. For example, to
calculate the pressure, one would invoke the pressure
method of the previously generated State. At this point,
internally and invisible to the user, FeOs transforms the data
types of the stored state variables to the correct dual numbers
depending on which partial derivatives are needed for the
property. Chart 1 shows how the steps from parameters to
properties are performed in practice using the Python
interface.

Splitting the property calculation into the definition of
thermodynamic conditions and the actual property calculation
means that the iterative calculation of densities or temperatures
only must be done once for calculating possibly multiple
properties. Additionally, already evaluated partial derivatives
can be cached in the State object. This allows a user to
write, for example, a process model in a very convenient way
without worrying about possibly expensive function calls
because, once a State object is created, FeOs automatically
reuses already computed derivatives of the Helmholtz energy.

The three steps outlined above are similar for DFT. For bulk
properties, Helmholtz energy functionals can simply be treated
as equation of state objects. Internally, this is accomplished by
evaluating the functional for a zero-dimensional density profile;
for the user, the interfaces remain exactly the same. For
inhomogeneous systems, the second step (i.e., the state
creation) is split into an initialization step and the solution
of the equilibrium condition. The initialization step depends
on the system under study (vapor−liquid interfaces, fluids
adsorbed in nanopores, etc.). For the solution, different solvers
are implemented that can be adjusted to increase either the
performance or the stability as needed. From the converged

Figure 1. Relationship between different objects in FeOs. A line with a
square represents a stored reference (pointer). For example, each state
object stores a pointer to a single equation of state, while an equation
of state stores one or more pointers to Helmholtz energy
contributions.

Chart 1. Three Steps Needed to Compute a Property in
FeOs
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density profile, interfacial properties like surface tensions,
adsorption, or solvation free energies can be determined.

For frequently occurring tasks, such as phase diagrams or
adsorption isotherms, FeOs provides utility functions with a
convenient interface. Internally, these utilities perform the
same steps (repeatedly defining new conditions and calculating
the property of interest), but they can profit from
optimizations like using results from previous iterations as
initial conditions to increase the stability and the performance
of the calculations.

■ PROVIDED MODELS AND FEATURES
As of this writing, FeOs supports a simple implementation of
the Peng−Robinson EoS, which is intended primarily as a
pedagogic example, an implementation of the PC-SAFT
equation of state14−17 and respective Helmholtz energy
functionals,31,35,47 the uv-theory,48 the perturbed truncated
and shifted (PeTS) Lennard-Jones equation of state49 and
respective Helmholtz energy functionals, and the SAFT-VRQ
Mie equation of state50,51 including Helmholtz energy
functionals.52 The implementation of PC-SAFT includes
associating15 and polar contributions (referred to as PCP-
SAFT: dipole−dipole,17 quadrupole−quadrupole,16 and di-
pole−quadrupole53). In addition, both the homosegmented
and heterosegmented group contribution approaches for PC-
SAFT25 are available.

We provide all commonly used static properties that can be
calculated from partial derivatives of the Helmholtz energy in
extensive mole- and mass-specific forms (where appropriate).
Partial derivatives of the Helmholtz energy, pressure, and
(logarithmic) fugacity with respect to density (volume),
temperature, and amount of substance for each component
are also provided. For PC-SAFT, model equations for
transport coefficients from entropy scaling are implemented.
As of this writing, these can be used to calculate the viscosity
(using substance-specific or group contribution parameters) of
pure substances and mixtures,54,55 as well as thermal
conductivities56 and self-diffusion coefficients57 of pure
substances. Parameter files, including published correlation
parameters, are provided on GitHub in the FeOs repository.

DFT algorithms are generically implemented for 1D, 2D,
and 3D and Cartesian, cylindrical, and spherical coordinate
systems. We provide utilities for 1D interfaces (e.g., initial
density profiles, surface tension diagrams for 1D planar
interfaces) and 1D and 3D pores and adsorption calculations.
External potentials can either be chosen from our implemen-
tations (hard wall, Lennard-Jones 9−3, Steele, free energy
averaged, atomic positions plus force field) or provided as
numpy.ndarray from within Python.

Most interfaces (both in Rust and Python) use dimensioned
quantities via the quantity Rust library. This has multiple
advantages. First, interfaces can check units and provide
meaningful error messages. For example, we can report that
molar densities must be used instead of erroneously provided
mass densities. Second, we can provide a single interface for
functions where, for example, pressure or temperature are
possible inputs and decide what algorithm to use based on the
input’s unit. And third, the code is easier to read since in- and
output units are unambiguous, and it is simple to perform unit
conversions.

■ EXAMPLE SHOWCASE: BIOGAS ADSORPTION
In this section, we showcase some of FeOs’ features using
biogas and the PC-SAFT Helmholtz energy model. Biogas is
modeled as a binary mixture of methane and carbon dioxide
(CO2). In a first step, we assess the accuracy with which the
PC-SAFT equation of state correlates the binary phase
behavior of the methane/CO2 mixture. Pure component
parameters are read from JSON files (Chart 2). Parameter-

sets from publications are available from the FeOs GitHub
repository and they are listed in Table 1. Here, the parameters
for the nonpolar methane and the quadrupolar CO2 were
published in different publications and are therefore read from
separate input files.

The parameters can be used to initialize the model, which
can be either an equation of state (line 5 of Chart 2) or a
Helmholtz energy functional (line 6 of Chart 2). Helmholtz
energy functionals can be directly used to calculate bulk
properties and phase equilibria, just like an equation of state
object. In addition to that they provide functions for the
calculation of properties in inhomogeneous systems using
classical DFT.

Because it is a reoccurring task, the calculation of a binary
phase diagram can be done in a single line with FeOs which is
shown in Chart 3. The utility is provided by the PhaseDia-
gram class that is imported from the feos.eos module.

The second argument to PhaseDiagram.binar-
y_vle in Chart 3 can be a temperature (line 2) or a pressure
(line 4). The framework infers the type of diagram that is
supposed to be generated based on the unit of the argument.
The properties of the individual vapor and liquid states are
available directly from the PhaseDiagram object and are
also stored as dimensioned quantities.

FeOs provides a framework for optimizing parameters of
equations of state, in particular by calculating target functions
for different properties. The target (or cost) functions can be

Chart 2. Reading PC-SAFT Parameters from Multiple
Different json Files

Table 1. PC-SAFT Pure Component Parameters for
Methane and CO2

component m σ ε/kB Q ref

methane 1 3.7039 150.03 - 14

CO2 1.6298 3.0867 163.34 3.9546 16

Chart 3. Phase Diagrams for Binary Mixtures Either at
Constant Temperature or Pressure
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provided to any optimization framework, e.g., scipy.op-
timize, to perform a parameter optimization. In this
example, we optimize a binary interaction parameter kij to
experimental data of vapor−liquid equilibria of methane/CO2
at two different temperatures. The optimization results are
shown in Figure 2. While the phase diagram as predicted by

PC-SAFT solely based on kij, i.e., on Berthelot-Lorentz
combining rules (dashed lines), predicts the experimental
data58 qualitatively well, the agreement can be improved by
using the optimized value of the binary interaction parameter
kij = −0.0192.

Next we use the equation of state to calculate dynamic
properties via entropy scaling. For PC-SAFT, FeOs provides
the correlation functions of Lötgering-Lin et al.54,55 for
viscosities and those of Hopp et al. for thermal conductivity56

and self-diffusion.57 For given PC-SAFT parameters, correla-
tion parameters of pure substances can be adjusted very
quickly. The viscosity of a mixture can then be predicted using
simple combining rules for the correlation parameters.55 For
the methane/CO2 mixture this is shown in Figure 3, where the
correlation parameters for the pure substances were adjusted to

the same experimental data that was used in the work of
Lötgering-Lin et al.55 and the mixture predictions are
compared to experimental data.59,60 Chart 4 shows example
code for the calculation of the mixture viscosity.

In Chart 5, we illustrate how to predict the surface tension of
the considered mixture using the PC-SAFT DFT model for the

range of compositions covered in the phase diagram (Figure
2). To calculate the surface tension of a planar interface, the
system is set up in 1D Cartesian coordinates. Here we
discretize the interfacial region using 1024 grid points and a
width of 300 Å= 30 nm. The resulting surface tensions σ for
the two temperatures T = 230 K and T = 270 K are shown in
Figure 4. As an example, the calculated density profiles for the
marked data point (defined through index 12 in Chart 5) is
shown in the inset. The density profiles show how the light-
boiling methane accumulates in the interface.

The optimized PC-SAFT binary interaction parameter is
then used to assess the adsorption properties of the biogas.
The reference is an experimental study by Ottiger et al.61 of
methane/CO2 adsorption on dry coal. For the DFT model we
assume that the porous medium consists of spherical pores
with an effective diameter. Because the pore structure of the
coal is less homogeneous than ordered porous media like
zeolites or metal organic frameworks, we also treat the effective
pore volume and the effective specific surface area as
independently variable adjustable parameters. The interactions
between the fluid and the solid are described with a Steele
potential62 adapted to the spherical geometry63 using Lorenz-
Berthelot combining rules. The solid−solid energy and size
parameters εss and σss are adjusted together with the pore size,

Figure 2. Vapor−liquid equilibria of the binary mixture methane/
CO2 at T = 230 K and T = 270 K. Comparison between experimental
data,58 PC-SAFT predictions (kij = 0), and PC-SAFT fits (kij =
−0.0192).

Figure 3. Viscosity of the binary mixture methane/CO2 for different
compositions at two isotherms. Lines represent calculations from PC-
SAFT via entropy scaling, symbols represent experimental data.
Parameters for the viscosity of pure substances (dashed lines) were
adjusted to experiments. Mixture viscosities are predictions.

Chart 4. Dynamic Properties Such As the Viscosity Can Be
Calculated from a Thermodynamic State Just Like Static
Properties

Chart 5. Diagram for Surface Tensions Can Be Directly
Generated from a List of Phase Equilibria

Industrial & Engineering Chemistry Research pubs.acs.org/IECR Article

https://doi.org/10.1021/acs.iecr.2c04561
Ind. Eng. Chem. Res. 2023, 62, 5347−5357

5352

https://pubs.acs.org/doi/10.1021/acs.iecr.2c04561?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.2c04561?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.2c04561?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.2c04561?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.2c04561?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.2c04561?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.2c04561?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.2c04561?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.2c04561?fig=cht4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.2c04561?fig=cht4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.2c04561?fig=cht5&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.2c04561?fig=cht5&ref=pdf
pubs.acs.org/IECR?ref=pdf
https://doi.org/10.1021/acs.iecr.2c04561?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


the pore volume and the specific surface area to the pure
component isotherms for methane and CO2. The optimized
parameters are then used to predict the adsorption isotherms
for binary mixtures with varying feed concentrations.

The results of the study are shown in Figure 5. The DFT
model based on the PC-SAFT Helmholtz energy functional

can describe the adsorption behavior of the two pure
components well up to high pressures. For the mixtures, in
the experimental setup by Ottiger et al.61 the CO2
concentration of the bulk system is lower compared to the
feed due to the adsorption in the coal. Therefore, only pressure
points with given experimental data (including the composi-
tion of the bulk phase) are included in the isotherm to ensure
an accurate comparison.

Chart 6 exemplifies the calculation of a single adsorption
isotherm. First, the external potential is defined (line 2). The
potential, together with the geometry (the coordinate system),
the size of the pore, and the number of grid points, defines the
pore structure. For a given range of pressures and a
temperature, the adsorption isotherm can readily be calculated
(line 19−21). The solver can be customized and can be
provided as optional argument. Here we use 10 steps of a
Picard iteration followed by a Newton scheme.

■ PERFORMANCE AND BENCHMARKS
In this section, we present some performance characteristics
and benchmarks of FeOs. This is not an in-depth analysis−
rather it is intended to give an impression of how long
frequently used routines and tasks run. The presented timings
are given for the binary system of methane/CO2 (including
quadrupolar contributions to the Helmholtz energy) and were
obtained on a desktop machine running Linux with an Intel
Core i7-7700K CPU (4.2 GHz). The code was compiled with
full optimization (the build manager’s release flag)
including link-time optimization (lto = true) which is
the configuration we use to build the published Python wheels.
A single CPU was utilized.

Table 2 lists execution times for multiple frequently used
tasks from within a Jupyter-notebook. For these timings we are
not optimizing any input parameters with regards to execution
speed. Almost all algorithms that we provide in FeOs allow for
modifications of initial values, convergence tolerances, as well
as discretization and solver parameters (in the case of DFT) to
fine-tune the behavior of the algorithm for the system of
interest. Modifying these parameters can drastically change
execution speed and stability. In FeOs, the default parameters
can be obtained from the documentation and are generally
chosen with respect to stability over speed.

For typical tasks of an EoS, we report timings for a critical
point calculation, a temperature−pressure flash (for given
composition), a bubble-point calculation (with equimolar
feed) and the sequential calculation of VLE’s for 50
compositions (phase diagram, cf. Figure 2). All tasks are
performed at T = 230 K for the methane/CO2 mixture
including the optimized binary interaction parameter kij. While
it is possible to produce a phase diagram by manually
calculating multiple VLE’s, the PhaseDiagram feature
makes use of previously calculated conditions and thus is
usually faster.

For DFT, we present the calculation of the surface tension
for a given VLE, a surface tension diagram across 50
compositions (cf. Figure 4), the solution of the density profile
for a given temperature, pressure and bulk composition in a
one-dimensional spherical pore as well as the adsorption
isotherms shown in Figure 5. All DFT calculations are
performed in a one-dimensional coordinate system (either

Figure 4. Surface tension of the system methane/CO2 at T = 230 K
and T = 270 K as predicted by the PC-SAFT Helmholtz energy
functional. The inset shows the density profiles of one selected
interface on the 230 K isotherm.

Figure 5. Adsorption isotherms for methane/CO2 at T = 318.15 K on
a dry coal at different feed compositions. The solid parameters are
fitted to the experimental data61 of the two pure component
isotherms (dashed lines). From that, the adsorption behavior of the
mixture is predicted.

Chart 6. Calculation of an Adsorption Isotherm for a One-
Dimensional Spherical Pore Modelled by a Steele Potential
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Cartesian or spherical) with 1024 grid points. To solve the
density profiles, we use a Picard iteration (10 steps) with a
damping constant of 0.1 followed by a Newton method.64,65

The convergence tolerance is 10−11. Similar to the phase
diagram, the algorithms for surface tension diagrams and
adsorption isotherms can utilize density profiles from prior
results or neighboring thermodynamic conditions making them
considerably more effective than naive sequential calculations.

A common task in engineering is the adjustment of model
parameters. For EoS, typical parameter regression tasks are
pure-substance parameters, binary interaction parameters, and
parameters of entropy scaling correlation functions. FeOs
provides utilities for all three tasks in the form of so-called
DataSet and Estimator objects. A DataSet takes
experimental data (thermodynamic conditions as well as a
target property) as input and provides a DataSet.pre-
dict method, that returns the prediction of the property for a
g i v e n t h e r m o d y n a m i c m o d e l . F o r e x a m p l e
DataSet.vapor_pressure(psat, t) can be used
to construct a data set for experimental vapor pressures
(psat) at given temperatures (t). An Estimator object
can contain multiple DataSet objects and for a given EoS
return the predictions or relative differences with respect to the
stored experimental data. Using the Estimator object, a
cost function can be written in two or three lines of Python
code.

To give an idea of the performance of a parameter
optimization, we adjust the binary interaction parameter kij
and the four parameters of the viscosity correlation function
for CO2. For the optimization of kij a total of 156 experimental
vapor liquid equilibrium data points is used. As solver we
utilize the least_squares function of the scipy.op-
timize module with default settings, i.e., a Trust Region
Reflective algorithm, 2-point Jacobian calculation, and all
termination tolerances set to 10−8. For the initial value of kij =
0.0 and the distance of the experimental datum to the
predicted VLE as residuum, the solver converges within 4
iterations with a total of 8 evaluations of the cost function�a
total of 800 vapor liquid equilibrium calculations�in less than
a second. The same solver (and settings) is used to adjust the
four viscosity correlation parameters of pure CO2.

Finally, we conduct an optimization of five parameters
characterizing the solid fluid interactions in a porous system.
The five parameters are adjusted to pure-component
adsorption isotherms of methane and CO2. All DFT
calculations use the same number of grid points (1024) and
solver configurations (for the least-squares solver and the DFT
solver) as noted above. The least-squares solver converges
within 13 iterations and a total of 86 cost function evaluations.
In every function evaluation, two adsorption isotherms with 21
pressures for methane and 20 pressures for CO2 are calculated.
Hence, 3526 equilibrium density profiles are computed within
a little more than a minute.

A major contribution to the performance of FeOs is the fast
and exact (up to machine precision) calculation of partial
derivatives using generalized (hyper-) dual numbers. In Table
3 we show how different generalized (hyper-) dual numbers

change the execution time of the Helmholtz energy function
which is at the heart of all property evaluations. We investigate
the derivatives that are cached within a State object, i.e., the
first partial derivative utilizing a dual number, second partial
derivatives utilizing a hyper-dual number, and third derivatives
utilizing a dual number with three nonreal parts (dual3).

Table 2. Execution Time t of Several Tasks for the Binary System Methane/CO2 (unless Stated Otherwise)
a

EoS (methane/CO2, T = 230 K) t

critical point 0.76 ms
T,p-flash p = 40 bar, x1

feed = 0.5 1.13 ms
bubble point x1

liq = 0.5 2.01 ms
phase diagram 50 compositions 49.70 ms

DFT (1024 grid points) t

surface tension T = 230 K, p = 40 bar 0.09 s
surface tension diagram 50 compositions 14.20 s
pore p = 190 bar, x1 = 0.6 0.13 s
adsorption isotherms (Figure 5) 241 calculations (200 pure, 41 mixture) 18.70 s

Parameter adjustment t

kij input: 156 vapor liquid equilibria 0.79 s
total VLE calculations: 800

entropy scaling (CO2, 4 parameters) 153 data points 0.72 s
pore parameters (5 parameters) 41 pressures: 73.00 s

21 for methane, 20 for CO2

1024 grid points s
aTimings were obtained from within Jupyter notebooks using the IPython timeit command.

Table 3. Slowdown δD = tD/tf64 of Execution Time of the
Helmholtz Energy Function When Evaluated with Different
Dual Numbers versus 64 Bit Floating-Point Numbersa

data type result t δD

f64 A 0.883 μs 1.00
dual A, ( )A

V TN,

1.064 μs 1.20

dual2
A, ( )A

V TN,
, ( )A

V TN,

2

2
1.344 μs 1.52

hyperdual
A, ( )A

V TN,
, ( )A

T VN,
, ( )A

V T
N

2 1.423 μs 1.61

dual3
A, ( )A

V TN,
, ( )A

V TN,

2

2 , ( )A
V TN,

3

3
1.528 μs 1.73

aTimings were obtained in Rust for the system methane/CO2 at T =
230 K, p = 40 bar , x1 = 0.15. The result column lists return values
from a single call to the Helmholtz energy function.
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The computation times shown in Table 3 demonstrate how
automatic differentiation is faster than numerical differ-
entiation using forward or central differences, which need
multiple f64 evaluations of the Helmholtz energy. Also
considering the added accuracy of dual numbers, numerical
differentiation can be wholeheartedly disregarded as a serious
alternative to (efficient) automatic differentiation. Compared
to manual implementations of partial derivatives, generalized
(hyper-) dual numbers provide an enormous reduction of the
programming and testing effort. Finally, the resulting code is
easily maintainable and readable, which puts the method ahead
of the last alternative, i.e., partial derivatives generated by
external code generation frameworks.

The computation speed also depends on the chosen model.
To assess the influence of the different Helmholtz energy
contributions of the PC-SAFT equation of state, Table 4 shows

the computation times for the evaluation of the first derivative
of the Helmholtz energy for 16 binary mixtures. The ratio of
computation time of each system compared to the most simple
mixture (hexane/heptane) is given in parentheses. The binary
mixtures consist of molecules with different polarities and
hence different Helmholtz energy contributions. For all
molecules, the Helmholtz energy contains the hard-sphere,
chain and dispersion contributions. The molecules can then be
grouped in four categories: nonpolar molecules (hexane and
heptane; no additional contribution), dipolar molecules
(acetone, dimethyl ether: additional dipole−dipole contribu-
tion), quadrupolar molecules (carbon dioxide, acetylene;
additional quadrupole−quadrupole contribution), associating
molecules (ethanol, 1-propanol; additional association con-
tribution).

The results demonstrate how adding contributions to the
model increases computation times. Due to efficient
implementations of multisums, mixtures with a single polar
component can be computed faster than those with two
dipolar or two quadrupolar components. Mixtures with dipolar
and quadrupolar components have particularly high computa-
tion times because not only have the dipole and quadrupole
contribution be accounted for but also an extra contribution
for dipole−quadrupole interactions introduced by Vrabec and
Gross.53 For single associating components analytic expres-
sions for the fraction of nonbonded sites are implemented.
Therefore, the increase in computation times is rather mild for
systems with a single associating component. If two or more
associating components are present in the system, the fraction
of nonbonded sites is calculated iteratively using the algorithm

by Michelsen,66 thus leading to significantly higher computa-
tion times.

■ CONCLUSION
FeOs is as a thermodynamics toolkit providing models and
algorithms for equations of state and classical density
functional theory. It is simple to set up and provides a level
of usability and a set of features that is unique in the
thermodynamics community and thus it can be used to
research and implement new equations of state and Helmholtz
energy functionals, to build process models, or simply as a tool
to compute thermodynamic properties. It is fully usable from
Python and with its expressive interface and easy setup it is
well suited for teaching.

Classical density functional theory, as a framework for
predicting inhomogeneous systems (e.g., interfacial tensions or
adsorption properties), requires a high initial programming
effort, which currently limits the widespread use of DFT
approaches. With FeOs we aim to facilitate the use of DFT
methods in research and engineering. FeOs has implementa-
tions to solve 1-, 2-, and 3-dimensional DFT problems in
Cartesian, cylindrical or spherical coordinate systems. FeOs is
not only a toolkit; it is structured so that adding new models
and algorithms is as convenient as possible. We hope that this
open-source contribution lowers the barrier to use DFT in
engineering applications and provides the tools necessary to
allow for faster adoption of newly developed models into
industry.

A recent survey of the Working Party of Thermodynamics
and Transport Properties of the European Federation of
Chemical Engineering3 identifies essential gaps and concerns
for the field of applied thermodynamics: (1) Methods to assess
the properties of fluids under confinement, at interfaces, and in
the presence of external fields. (2) The ability to parametrize
models and assess their uncertainties and range of applicability.
(3) Transparent access to these models and parameters, ideally
in a standardized form and including the data used for the
parametrization. (4) Demand for ongoing education, training,
and collaboration. This work shows that FeOs addresses these
four topics.

■ ASSOCIATED CONTENT
*sı Supporting Information
The Supporting Information is available free of charge at
https://pubs.acs.org/doi/10.1021/acs.iecr.2c04561.

Jupyter notebooks of the example system used in the
text that can be used to generate all plots. An additional
notebook exemplifies how PC-SAFT parameters and
correlation parameters for the viscosity (via entropy-
scaling) can be adjusted to experimental data. We note
that these notebooks are also part of examples hosted on
GitHub. We update examples on GitHub when changes
to interfaces are made so that notebooks hosted on
GitHub should be preferred over this SI. (ZIP)
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